We present egglog, a fixpoint reasoning system that unifies Datalog and equality saturation (EqSat). Like Datalog, it supports efficient incremental execution, cooperating analyses, and lattice-based reasoning. Like EqSat, it supports term rewriting, efficient congruence closure, and extraction of optimized terms.

We identify two recent applications—a unification-based pointer analysis in Datalog and an EqSat-based floating-point term rewriter—that have been hampered by features missing from Datalog but found in EqSat or vice-versa. We evaluate egglog by reimplementing those projects in egglog. The resulting systems in egglog are faster, simpler, and fix bugs found in the original systems.
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1 INTRODUCTION

Equality saturation (EqSat) and Datalog are both fixpoint reasoning frameworks with many applications, extensions, and high-quality implementations [Jordan et al. 2016; Willsey et al. 2021]. They share a common setup: the user provides rules and an initial set of facts (a term in EqSat and a database in Datalog), then the system derives a larger and larger set of facts from those inputs. However, their commonalities have not—until now—been fully realized or exploited. As a result, the frameworks have developed independently and are used in different domains. Datalog is well-studied by the databases community, and practitioners use modern implementations to build program analyses [Balatsouras and Smaragdakis 2016; Barrett and Moore 2022; Smaragdakis and Bravenboer 2010]. Equality saturation is a more recent, term-centric technique favored in the programming languages community for program optimization and verification.
As users apply EqSat and Datalog to new, more demanding problems, the limitations of each tool become apparent. For example, Herbie [Panchekha et al. 2015], a tool that uses EqSat to optimize floating-point accuracy, relies on unsound rewrites because it lacks the analyses to prove that certain rewrites are safe (e.g. $x/x \rightarrow 1$ only if $x \neq 0$). To combat the unsoundness, Herbie must validate the results of EqSat and discard them if unsoundness was detected. On the Datalog side, cclyzer++ [Barrett and Moore 2022], a recent points-to analysis system implemented in Datalog that supports Steensgaard analyses [Steensgaard 1996] for LLVM [Lattner and Adve 2004] resorted to an ad-hoc implementation of union-find, because the provided implementation of equivalence relations was too slow. The resulting implementation’s complexity led to bugs in the pointer analysis. In short, EqSat struggles to support rich analyses, and equational reasoning in Datalog is complex and slow.

Our key insight is that the efficient equational reasoning of EqSat and the rich, composable semantic analyses of Datalog make up for each other’s weaknesses, and unifying the two paradigms brings together—and goes beyond—the best of both worlds. In fact, spontaneous developments in both communities have already begun converging towards each other: Datalog tools have added efficient equivalence relations [Nappa et al. 2019], lattices [Madsen et al. 2016; Sahebolamri et al. 2022], and some support for datatypes [Developers [n.d.]], while the EqSat community has recently developed support for conditional rewriting, lattice-based analyses [Cheli 2021; Willsey et al. 2021], and relational pattern matching [Zhang et al. 2022]. We bring this trend to completion and close the gap between EqSat and Datalog.

In this work, we propose egglog, a fixpoint reasoning system that subsumes both EqSat and Datalog. It contains all of the innovations listed above as well as new ones, and it addresses crucial limitations that have prevented progress in real-world applications. egglog is essentially a Datalog engine with two main extensions. First, egglog has a built-in, extensible notion of equality. The user can assert that two terms are equivalent, from which point on they are indistinguishable to the system. For example, consider a relation with a single tuple: $R = \{(a, b)\}$ for distinct $a$ and $b$. The query $R(x, x)$ would yield nothing, but if the user asserts that $a$ and $b$ are equivalent, then the query would return the equivalence class containing both $a$ and $b$. Second, egglog has built-in support for (uninterpreted) functions. From a relational perspective, a function is a relation with a functional dependency from its arguments to its output, i.e., the output is uniquely determined by the arguments. However, user-extensible equality introduces challenges for maintaining functional dependencies. Consider a function $f$ such that $f(a) = b$ and $f(c) = d$, but $b$ does not (yet) equal $d$. What happens when the user asserts that $a$ and $c$ are equivalent? An egglog function can be annotated with a merge expression, a novel mechanism that egglog uses to resolve functional dependency violations by combining the two conflicting output values. In the above case, $f$’s merge expression might assert that $b = d$ (essentially asserting congruence of $f$), or return the supremum of $b$ and $d$. The flexibility of merge expressions allows egglog to exceed the expressive power of both EqSat and Datalog extensions with lattices. The high-level egglog language allows the user to specify complex interactions among terms, equivalence classes, and lattice values. At the same time, highly optimized algorithms for relational and equational reasoning work together to make egglog efficient.

The combination of EqSat and Datalog also brings many practical—if somewhat more prosaic—benefits. For example, Zhang et al. [2022] observed that EqSat is hampered by inefficient e-matching (pattern matching modulo equality) algorithms, and that a relational approach can be vastly more efficient. egglog’s Datalog-first design naturally supports efficient e-matching by reducing it to a relational query. This goes even further: incremental e-matching is only supported in some SMT solvers like Z3 [De Moura and Bjørner 2008] and has not yet made its way into EqSat implementations, while egglog supports them for free with semi-naïve evaluation [Balbin and...
Ramamohanarao 1987], a common technique that makes Datalog incremental. egg1log’s support for functions provides the basis for working with terms, which only have limited support in other Datalog systems [Developers [n.d.]]. Users can also define multiple functions and datatypes to model their domain, unlike most EqSat tools [Cheli 2021; Willsey et al. 2021] where users are forced to use a single, ad-hoc datatype. Finally, egg1log is designed as a language (as well as a library), making it more accessible than EqSat libraries [Cheli 2021; Willsey et al. 2021] that are locked to their implementation language.

We perform two case studies showing that egg1log out-performs state-of-the-art applications of EqSat and Datalog respectively. First, we show that egg1log makes Steensgaard-style points-to analyses faster and easier to write. Compared to the Soufflé Datalog system, egg1log computes the points-to analysis 4.96× faster. Second, we demonstrate the power of egg1log with a new, sound implementation of Herbie’s EqSat procedure. This allows Herbie to perform aggressive optimizations soundly, and return results faster given the same error tolerance.

In summary, this paper makes the following contributions:
- We introduce a bottom-up, Datalog-like logic language for equality saturation and similar unification-based algorithms.
- We present a fixpoint semantics for the core language of egg1log.
- We present an implementation for egg1log with optimizations from database research such as semi-naïve evaluation.

2 BACKGROUND

egg1log is designed as a Datalog variant with extensions that make it subsume EqSat. This section will introduce both Datalog and EqSat in their own terms, while Section 3 will show how they both fit within the egg1log framework.

2.1 Datalog

Figure 1 shows a Datalog program to compute the transitive closure of a graph. Datalog is a recursive database query language that represents data as relations. Each relation is a set of tuples, and all tuples in the same relation share the same arity. A Datalog program consists of a set of rules. Each rule is a conjunctive query of the form \( Q(x) \rightarrow R_1(x_1), R_2(x_2), \ldots, R_n(x_n) \) where each \( x \) and \( x_i \) is a tuple of variables or constants. The atom \( Q(x) \) is called the head of the rule, and the atoms \( R_i(x) \) comprise the body. The body binds variables to be used in the head to create new facts; all variables in the head must appear in the body. Specifically, running a rule adds the following facts: \( \{Q(x[\sigma]) \mid \land, x_i[\sigma] \in R_i\} \), where \( \sigma \) is a substitution that maps all the variables in the rule to constants. In other words, querying the body creates substitutions such that every substituted body atom is in the database; these substitutions are then applied to the head to create new facts.

Each rule can be seen as a function from the current database to a new database that includes the facts created by the rule; call this function \( T_r \) for some rule \( r \). The set of all rules \( r \) in a Datalog program \( p \) therefore defines a function \( T_p \) from the current database to a new database: \( T_p(DB) = \bigcup_{r \in p} T_r(DB) \). This function is called the immediate consequence operator (ICO) of the program, which we denote \( T_p \). To run a Datalog program, we start with an empty database and repeatedly apply \( T_p \) until the database stops changing. A fundamental result in Datalog is that every program terminates, and the final result is the least fixpoint of \( T_p \) [Abiteboul et al. 1995].

Datalog became popular in programming languages research as a declarative language for specifying large-scale program analyses such as points-to analyses [Smaragdakis and Bravenboer 2010]. In order to support abstract interpretation-style analyses, researchers have extended Datalog to work over lattices. In the lattice semantics, a relation is viewed as a function from tuples to a lattice; We then generalize Datalog rules to be over functions: \( Q(x) \rightarrow x \rightarrow R_1(x_1) \rightarrow x_1, \ldots, R_n(x_n) \rightarrow x_n \).
E(1, 2).
E(2, 3).
E(3, 4).

\[ TC(x, y) \Rightarrow E(x, y). \]
\[ TC(x, y) \Rightarrow TC(x, z), E(z, y). \]

(a) Transitive closure in Datalog. Facts (e.g. E(1, 2)) are given as rules without bodies.

(b) Execution trace of transitive closure. “…” includes tuples from the cell directly above.

Fig. 1. Transitive closure is the classic Datalog example. It iteratively computes the transitive closure (TC) of an edge relation E by applying the rules in Figure 1a.
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(a) E-graph represents \((a \times 2)/2\).
(b) Rewrite \(x \times 2 \rightarrow x \ll 1\).
(c) Rewrite \((x \times y)/z \rightarrow x \times (y/z)\).

Fig. 2. Applying rewrites over an example e-graph (figures from Wilsey et al. [2021]). A solid box denotes an e-node, and a dotted box denotes an e-class. E-nodes consist of a function symbol and children e-classes, and e-classes contain a set of e-nodes.

The value of \(Q\) on input \(x\) is the supremum of valid \(x\)s producible by the body, i.e., \(Q(x) = \bigcup \{ x \mid \forall x_{\text{free}} \; R_1(x_1) = x_1 \land \ldots \land R_n(x_n) = x_n \}\) where \(x_{\text{free}}\) is the set of variables in the body that do not appear in the head and \(\bigcup\) is a lattice join (i.e., supremum) operator. egg\log’s support for lattices is motivated by other modern Datalog implementations [Abo Khamis et al. 2022; Madsen et al. 2016; Sahebolamri et al. 2022] that support this extension.

### 2.2 Equality Saturation

Traditional term rewriting applies one rule at a time and forgets the original term after each step, so it is sensitive to the ordering of the rewrites. For example, rewriting \((a \times 2)/2\) to \((a \ll 1)/2\) is locally good, but it prevents future opportunities to cancel out \(2/2\). Equality saturation (EqSat) [Tate et al. 2009] is a technique to mitigate this phase-ordering problem. EqSat fires all the rules in each iteration and keeps both original and rewritten terms in a special data structure called the e-graph. An e-graph [Nelson 1980] is a compact data structure that represents large sets of terms efficiently.

An e-graph is a set of e-classes, and each e-class is a set of equivalent e-nodes. An e-node is function symbol with children e-classes (not e-nodes).

An e-graph can compactly represent an exponential number of terms compared to the size of the e-graph. We say an e-graph represents a term \(t\) if any of its e-classes represents \(t\), and an e-class represents \(t\) if any e-node in the e-class represents it. An e-node \(t = f(c_1, \ldots, c_n)\) represents a term \(f(t_1, \ldots, t_n)\) if each \(c_i\) represents \(t_i\). An e-graph induces an equivalence relation over terms: two terms are considered equivalent if they are represented by the same e-class. This equivalence

relation is also congruent: if an e-graph represents two terms \( a = f(a_1, \ldots, a_n) \) and \( b = f(b_1, \ldots, b_n) \) such that e-graph shows \( a_1 \equiv b_1 \), then the e-graph can also show \( a \equiv b \).\(^1\)

Figure 2 shows an example e-graph and two rule applications. We start with the initial e-graph representing only term \((a \times 2)/2\). To apply a rewrite rule \( x \times 2 \rightarrow x \ll 1 \), we first search for matches of left-hand patterns using a procedure called e-matching (pattern matching modulo equality). This produces substitutions (in this case, only one: \( \{ x \mapsto a \} \)) that we then apply to right-hand side pattern. Each resulting term (e.g., \( a \times 2 \)) is finally merged into the e-class that the left-hand side pattern matched.

Extensions. Standard EqSat is purely syntactic. In some cases, this prevents users from writing sound rewrites. For example, the rewrite \( \sqrt{x^2} \rightarrow x \) is sound iff \( x \) is non-negative, but proving this requires semantic analyses. A recent technique called e-class analyses [Willsey et al. 2021] allows for semantic analyses in EqSat. An e-class analysis associates every e-class in an e-graph with a semi-lattice value that is a semantic abstraction of the term. During the EqSat algorithm, the lattice data are propagated from children to parents e-classes, and merged via lattice joins. For example, an analysis could track the lower bounds of e-classes, which are initially \(-\infty\) and increase over time as new terms are represented in these e-classes via rewrites. In egg, the most popular EqSat toolchain, e-class analyses are currently limited. An e-graph can only have a single e-class analysis, it can only propagate information upwards from children to parents, and it requires writing low-level code in the host programming language (Rust in egg’s case).

Multi-patterns are another commonly used extension to e-matching (and thus EqSat). Typically, e-matching only supports patterns matching a single term each. A multi-pattern is a set of multiple patterns to be matched simultaneously. For example, TenSat [Yang et al. 2021] is an equality saturation based tensor graph optimizer that uses rewrite rules to share matrix multiplications. It matches patterns \( e_1 = \matmul(M_1, M_2) \) and \( e_2 = \matmul(M_1, M_3) \) simultaneously, and then creates the expression \( e_3 = \matmul(M_1, \concat(M_2, M_3)) \) and merges \( e_1 \) with \( \text{split}_1(e_3) \) and \( e_2 \) with \( \text{split}_2(e_3) \). Previous works have developed algorithms for multi-patterns [de Moura and Bjørner 2007; Yang et al. 2021], but they are suboptimal and complex.

Relational e-matching [Zhang et al. 2022] is a recent technique to improve e-matching performance, including on multi-patterns, by reducing it to a relational query. However, relational e-matching suffers from the “dual representation” problem. An equality saturation engine has to switch back and forth between the e-graphs and the relational database representations. This can sometimes take a significant amount of the run time, reducing the benefits of this approach. Relational e-matching hints at the fundamental connection between e-graphs and relational databases, but it only applies the insights to e-matching. We further exploit the connection in egglog, building a Datalog-inspired system that captures the entire EqSat algorithm and goes beyond.

3 EGGLEG

egglog is a logic programming language that bears many similarities to Datalog, and it also incorporates features that allow for program optimization and verification as in equality saturation. In this section, we approach egglog by example, starting from the Datalog perspective and adding features until it subsumes equality saturation.

3.1 Datalog in egglog

egglog uses a concrete syntax based on s-expressions, but despite this surface-level difference, readers familiar with Datalog should find many egglog programs familiar. The program in Figure 3a

\(^{1}\)In e-graph implementations that canonicalize e-nodes, congruence amounts to deduplication of e-nodes since nodes \( a \) and \( b \) would canonicalize to identical e-nodes.
(relation edge (i64 i64))
(relation path (i64 i64))

(rule ((edge x y)) ((path x y)))
(rule ((path x y) (edge y z)) ((path x z)))

(edge 1 2)
(edge 2 3)
(edge 3 4)

(run)

(check (path 1 4)) ;; succeeds
(check (path 1 3)) ;; prints "20"

(a) Reachability in the classic Datalog style.
(b) Reachability including shortest path length.

Fig. 3. egglog supports classic Datalog programs like reachability written in the natural way. Functions and :merge allow egglog to support Datalog with lattices similar to tools like Flix [Madsen et al. 2016] or Ascent [Sahebolamri et al. 2022].

computes the transitive closure of a graph, just like the Datalog program in Figure 1a. It first declares two relations of pairs of 64-bit integers (i64 is one of egglog’s base types). The edge relation stores the edges of a graph and is initially populated manually on lines 9-11. The path relation is populated by the rules on lines 4-7. These rules compute the transitive closure of the edge relation. Finally, the last two lines execute the program and check that there is a path from 1 to 4.

Let us take a closer look at the second rule in Figure 3a: it states that if there is a path from \(x\) to \(y\) and an edge from \(y\) to \(z\), then there is a path from \(x\) to \(z\). In egglog, a rule has two parts: a query and a list of actions. The query is a set of patterns, all of which must match for the rule to fire. If all patterns do match, the query binds each variable to a value. The actions dictate what happens when the rule fires, and they can use the variables that are bound by the query. Typically, as in this example, the actions assert new facts to be added to the database.

3.2 Functions and :merge

Unlike traditional Datalog, egglog stores data as partial functions rather than relations. A relation in egglog actually desugars to a function whose return type is the built-in unit type. To model a unary relation \(R\), we can use a function \(f_R\) to unit such that \(f_R(x) = ()\) if \(x \in R\) else undefined. While a Datalog program’s rules add tuples to relations, egglog’s functions become defined for more and more tuples over the course of a program’s execution, a concept that we will explore in more detail in Section 4.2. Every user-defined function in egglog is backed by a map (as opposed to a set in in Datalog). Crucially, the map enforces the functional dependency from inputs to outputs. In other words, a function maps each input to a unique output. Throughout this paper, we will use the term “table” to refer to either the backing map of an egglog function or the backing set of a Datalog relation.

Consider the program in Figure 3b that computes the length of shortest path between all nodes. Ignoring the :merge declaration for now, the program is substantially similar to the reachability

Note that this is backwards from the more traditional Datalog syntax: path(X, Z) :- path(X, Y), edge(Y, Z). An egglog rule’s query and actions are analogous to the body and head of a Datalog rule, respectively.
program in Figure 3a, but it uses functions instead of relations. The program defines \texttt{edge} and \texttt{path} functions to \texttt{i64} rather than functions to unit (i.e., relations). The first rule (the base case) in Figure 3b is similar to before: it says that an edge of length \texttt{len} from \texttt{x} to \texttt{y} implies there is a path of (at most) length \texttt{len} from \texttt{x} to \texttt{y}. The query uses = to bind the output of the \texttt{edge} function to the variable \texttt{len}.

In the action, we see the \texttt{set} construct, which asserts that a function maps some arguments to a given value. The action in the analogous rule in Figure 3a desugars to \texttt{(set (path \ x \ y) \ ()).} Note that if the arguments are already mapped to a value, we need to reconcile the old value with the new one to preserve the functional dependency. This is resolved by the \texttt{:merge} declaration which we will describe next.

The second rule in Figure 3b is the transitive case, and here we see the purpose of the \texttt{:merge} declaration. This rule says that if there is a path from \texttt{x} to \texttt{y} of length \texttt{xy}, and an edge from \texttt{y} to \texttt{z} of length \texttt{yz}, then there is a path from \texttt{x} to \texttt{z} of length \texttt{xy + yz}. But what if the function \texttt{path} is already defined on the arguments \texttt{x} and \texttt{z}? Functions must map equivalent arguments to unique output, so the \texttt{:merge} declaration tells \texttt{egglog} how to resolve this conflict. Given the facts later in Figure 3b, the program will discover two paths from 1 to 3: the single edge with length 30 will be discovered first, and then two-edge path with length 20. When \texttt{(set (path \ 1 \ 3) \ (+ \ 10 \ 10))} is executed, \texttt{egglog} must come up with a single value to map \texttt{(path 1 3)} to. To do this, it evaluates the expression given after \texttt{:merge} in the function’s declaration with \texttt{old} and \texttt{new} bound to the old and new values, respectively.

In this case, \texttt{path’s} \texttt{:merge} expression simply takes the minimum of the two path lengths. It can be viewed as the join operator, which takes the supremum of a set of values, of the min lattice over \texttt{i64} where the partial order is \texttt{x} \subseteq \texttt{y} \iff \texttt{x} \geq \texttt{y}. This is similar to the lattice semantics of \texttt{Flix} [Madsen et al. 2016], which also enforces functional dependency by taking the join over the old and new values in some lattice. However, \texttt{egglog} does not restrict the \texttt{:merge} expression to only join operations over lattices. In the following sections we will show how a \texttt{:merge} expression that unifies values naturally gives rise to equality saturation.

### 3.3 Sorts and Equality

\texttt{egglog} gives the user the ability to declare new \textit{uninterpreted} sorts, and functions use these new sorts as inputs or outputs. Crucially, values of user-defined sorts (as opposed to base types) can be \textit{unified} by the \texttt{union} action. \texttt{union}-ing two values makes them point to the same element in the underlying universe of uninterpreted sorts. In other words, values that have been unified are essentially indistinguishable to \texttt{egglog}, and all unified variables can be substituted for the same pattern variable.

Consider an enhanced version of path reachability in Figure 4a, where we use unification to implement node contraction (sometimes called vertex contraction). The program declares a new sort \texttt{Node}, which is necessary because base types (like \texttt{i64}) cannot be unified. The \texttt{mk} function is the sole constructor of \texttt{Nodes}. After the rule declarations (same as in Figure 3a) and some edge assertions, we see our first \texttt{union} action, which takes two arguments of the same user-defined sort and unifies them. Now that nodes 3 and 5 are unified, running the rules will indeed find a path from 1 to 6, a path that did not exist before the unification.

In \texttt{egglog}, users define uninterpreted sorts. A sort is a set of opaque integer values called \textit{ids} and an equivalence relation over those ids. The equivalence relation is implemented with a union-find data structure [Tarjan 1975] that can \textit{canonicalize} ids; two ids are equivalent iff they canonicalize to the same id. Equivalent ids are considered indistinguishable by \texttt{egglog}. In fact, \texttt{egglog} ensures that all ids appearing in the database are canonical. These ids corresponds to e-class ids from the \texttt{EqSat} perspective.

The second line of Figure 4a declares \texttt{mk}, a function from \texttt{i64} to \texttt{Node}. This looks like a constructor, for \texttt{Nodes}, but it is just like any other function from \texttt{egglog}’s perspective; the \texttt{mk} function is backed
by a map from \texttt{i64}s to \texttt{Node} ids. In this program, we never query over the \texttt{mk} function, but we do call it, treating it like a total function. What is the value of \texttt{(mk 1)}, especially since we did not set it to anything prior to calling it? Functions in egglog can be imbued with a :default expression that extends the partial function as defined by the underlying map to be total. Calling a function \texttt{(f x)} will first see if the map for function \texttt{f} defines an output for \texttt{x}. If so, it returns that output. Otherwise, egglog evaluates the :default expression, stores the result in the map, and returns it. Unless otherwise specified, the :default for functions that output a user-defined sort is to create an equivalence class in the union-find and return its id (the “make-set” operation); for base types the default :default is to crash the program. In other words, calling a function that outputs a user-defined sort is essentially a “get or make-set” operation.

The upcoming subsection will discuss how these features enable equality saturation, but Section 6.1 will demonstrate how the canonicalizing union-find is useful even in a domain where Datalog is traditionally strong: pointer analysis.

### 3.4 Terms and Equality Saturation

In Figure 4a, the \texttt{Node} sort only has a single constructor, \texttt{mk}, which takes an \texttt{i64}. egglog also supports functions that take user-defined sorts as inputs. In this way, terms are easily constructed in egglog. Combined with the built-in equivalence relation, this term representation directly supports equality saturation in egglog.

Consider Figure 4b, where we define a datatype \texttt{Math} that represents a simple language of arithmetic expressions. The \texttt{datatype} construct is sugar for a \texttt{sort} declaration and a \texttt{function} declaration for each constructor. Each constructor is a function that returns a value of type \texttt{Math}, and its :default behavior creates a fresh id as described above (we will get to its :merge behavior shortly). Now we can create terms by just nesting function calls. The \texttt{define} statements do just that, creating two terms that we will later prove are equivalent. These statements actually create nullary (constant) functions; \texttt{(define x e)} desugars to \texttt{(function x () T) (set (x) e)} where \texttt{T} is the type of \texttt{e}. Evaluating

Fig. 4. Unification and EqSat in egglog.
these terms adds them to the database (if not already present) thanks to the :default behavior of the constructors.

Term rewriting in equality saturation has two important qualities: (1) pattern matching is done modulo equality and (2) rewriting is non-destructive, i.e., it only adds information to the e-graph/database. egglog meets both of these criteria: (1) all queries are performed modulo equality since egglog canonicalizes the database with respect to its built-in equivalence relation, and (2) egglog rules (like standard Datalog rules) only add information to the database. egglog provides the rewrite statement to simplify creating equality saturation rewrite rules. A (rewrite p1 p2) statement desugars to a rule that queries for p1, binds it to some variable, and unions the variable with p2: (rule ((= __var p1)) ((union __var p2))).

The program in Figure 4b proves expr1 equivalent to expr2 using two uninterpreted rewrites and two that interpret the Add and Mul functions using the built-in + and * functions over i64. EqSat frameworks like egg require the user to separate the uninterpreted rules from the interpreted part from the computed part using an e-class analysis [Willsey et al. 2021]. egglog uses rules for both.

Like other functions that output user-defined sorts, the Math constructors’ :merge behavior is to union the two ids. Combined with egglog’s canonicalization, this means that the built-in equivalence relation is also a congruence relation with respect to these functions. Consider the following map for the Add function: \{(a, b) \mapsto c, (a, d) \mapsto e\}. If we union b and d such that b is now canonical, canonicalizing the database reveals a violation of the functional dependency from Add’s inputs to its output: (a, b) \mapsto c but also (a, b) \mapsto e. To resolve the conflict, egglog invokes the :merge expression of the Add function, which in this case unions c and e.

After running the rules, the final line checks that expr1 and expr2 are now equivalent. The type of both expr1 and expr2 is Math—a user-defined sort—so the underlying value of the expressions are both ids. Since egglog canonicalizes the database, the check is implemented with simple equality on the ids. egglog supports optimization as well as verification; the extract command prints the smallest term equivalent to its given input.

3.5 Beyond EqSat

egglog is not limited to just Datalog or EqSat; the combination allows for possibilities outside the reach of either tool. The combining nodes example from Figure 3a hints at the power of unification in Datalog, and Section 6.1 takes this further by implementing a unification-based pointer analysis in egglog. In Section 6.2, we go the other way, implementing several Datalog-like analyses to assist an EqSat-powered term rewriting system.

But egglog goes beyond these applications; we describe more egglog pearls in the full version [Zhang et al. 2023b], including functional programming, type analyses for the simply typed lambda calculus in equality saturation, type inference for Hindley-Milner type systems, multivariable equational solving, and matrix algebra optimization with Kronecker products. These pearls hint at the potential novel applications in program optimizations and analyses using egglog in the future.

4 SEMANTICS OF EGGLOG

In this section we describe the semantics of core egglog. Core egglog differs from the full egglog language in several aspects. For example, egglog allows multiple actions in a rule while core egglog allows only one atom in the head, and core egglog does not have the union operation. These egglog features can be desugared into the core language. However, there are also some assumptions we made about the core egglog. For example, we assume the :merge expression over ids are union and the :merge expressions over interpreted constants is the join operator of a given lattice, while egglog allows :merge to be any valid egglog expression. In other words, the core egglog captures a well-behaving subset of the full egglog language.
4.1 Syntax

Given the set of (interpreted) constants $C$, the syntax of the core egglog language is shown in Figure 5. An egglog program is defined as a list of rules, and each rule consists of an atom in the head and a list of atoms in the body. An atom has the form $f(p_1, \ldots, p_k) \mapsto o$ and intuitively means function $f$ has value $o$ on $p_1, \ldots, p_k$. A pattern $p$ is a nested expression constructed using function symbols, variables, and constants. We additionally define a ground term (or term) $t$ to be a pattern with no variables, and a ground atom to be an atom where all the patterns are ground terms.

A valid egglog program should not explicitly refer to a specific uninterpreted constant $n$. We include uninterpreted constants in the syntax nonetheless since they are useful when describing the semantics of egglog programs.

4.2 Semantics

Given an infinite set of uninterpreted constants $^3 N = \{n_1, n_2, \ldots\}$ and a complete lattice $L = (C, \sqsubseteq, \sqcup)$ over domain of interpreted constants $C$. We define $\bot$ to be the least element of $L$. A schema $S$ is a collection of function symbols and their function signatures, where the types range over $\{N, C\}$. Given a schema $S$, an instance of $S$ is defined $I = (DB, \equiv)$, where $DB$ is a set of function entries $f(v_1, \ldots, v_k) \mapsto v$ that is consistent with the schema and $\equiv$ is an equivalence relation over $\forall c_1, c_2 \in C. c_1 \equiv c_2 \rightarrow c_1 = c_2$ (i.e., interpreted constants are only equivalent to themselves). For convenience, we also lift set operator (e.g., union, difference) to be between an instance and a database, which applies the operator to instance’s database.

Given an arbitrary total order $<$ over $N \cup C$, we define the canonicalization function $\lambda_{\equiv}(t) = \min t' : t' \equiv t$. For convenience, we lift $\lambda_{\equiv}$ to also work on sets and the whole database instances by pointwise canonicalization.

Before proceeding to define the semantics of an egglog program, we need to first define what it means for a ground atom (an atom without variables) to be in the database and what it means to add one to the database. First, we use the judgement $I \vdash A$ to denote a ground atom is contained in the database $I$.

$$
\frac{I \vdash A \vdash v_i \text{ for } i = 1, \ldots, k}{I \vdash v_i \text{ for } i = 1, \ldots, k}
\quad
\frac{I = (DB, \equiv) \quad f(v_1, \ldots, v_k) \mapsto v \in DB}{I \vdash f(t_1, \ldots, t_k) \mapsto v}
\quad
\frac{I \vdash v \mapsto v \text{ for some } v}{I \vdash v \mapsto v}
\quad
\frac{I \vdash (t_1, \ldots, t_k) \mapsto v \text{ for some } v}{I \vdash f(t_1, \ldots, t_k) \mapsto v}
$$

$^3$These uninterpreted constants play a similar role as e-class ids in EqSat or labelled nulls in the chase from the database literature.
\[ \text{flatten}_I(A) = s \quad \text{where } (v, s) = \text{aux}(A) \]

\[ \text{aux}(f(t_1, \ldots, t_k) \rightarrow v) = \left( v, \{ f(v_1, \ldots, v_k) \rightarrow v \} \cup \bigcup_{i=1, \ldots, k} s_i \right) \]

where \((v_i, s_i) = \text{aux}(t_i)\) for \(i = 1, \ldots, k\).

\[ \text{aux}(f(t_1, \ldots, t_k)) = \left( v, \{ f(v_1, \ldots, v_k) \rightarrow v \} \cup \bigcup_{i=1, \ldots, k} s_i \right) \]

where \((v_i, s_i) = \text{aux}(t_i)\) for \(i = 1, \ldots, k\)

and \(I \vdash f(v_1, \ldots, v_k) \rightarrow v\) if such \(v\) exists and \(v = \text{default}_P\) otherwise.

\[ \text{aux}(v) = (v, \emptyset) \]

Fig. 6. \(\text{flatten}_I(A)\) flattens function entries to be inserted into \(I\) given a nested ground atom \(A\). If the output type of \(f\) is \(N\), then \(\text{default}_P\) is a fresh constant from \(N\); otherwise it is \(\perp\). The auxiliary function \(\text{aux}\) takes a ground atom and returns the “output value” of the ground atom and the set of flattened facts it will populate.

We also define \(\text{flatten}_I\) in Figure 6 to flatten function entries to be inserted into \(I\) given a nested ground atom \(A\).

Now we can define the semantics of an egglog program. It consists of two parts: the immediate consequence operator and the rebuilding operator. We can define the (inflationary) immediate consequence operator \(T_P^I\) as follows.\(^4\) Let \(\sigma\) denote a substitution that maps variables to constants, and let \(A[\sigma]\) denote the ground atom obtained by applying \(\sigma\) to atom \(A\) in the standard way. Given an egglog program \(P\) consisting of a set of rules and \(I = (DB, \equiv)\), then \(T_P^I(I) = DB \cup T_P(I)\) and \(T_P(I) = (DB', \equiv)\), where

\[ DB' = \bigcup_{(A = A_1, \ldots, A_m) \in P} \{ \text{flatten}_I(A[\sigma]) \mid \forall i=1, \ldots, m \ I \vdash A_i[\sigma] \} \]

However, functions in \(T_P^I(I)\) may no longer preserve the functional dependencies, as it is possible that the same key \((v_1, \ldots, v_k)\) are mapped to more than one \(v\) in some \(f\). We call \(T_P^I(I)\) a pre-instance, since it is not a valid instance yet. To transform a pre-instance into a valid instance, we further

\(^4\)The definition of immediate consequence operator in standard Datalog does not union with \(DB\), because rule applications in standard Datalog are monotone. This is not the case in egglog in general. For example, rule \(Q(e) \cdot lo(e) \rightarrow 5\), where \(lo\) tracks the lower bound of an expression, is not monotone because the value of \(lo(e)\) can increase over time. Although one can adapt the meet semantics of Flix [Madsen et al. 2016] for relational joins to enforce monotonicity, we do not do this in egglog to be compatible with existing egg applications, which can be non-monotonic. Instead, we define egglog semantics using the inflationary immediate consequence operator, which is used to describe semantics for non-monotonic extension of Datalog such as Datalog\(^\dagger\) [Kolaitis and Papadimitriou 1988].
define the rebuilding operator \( R((DB, \equiv)) = (DB_R, \equiv_R) \), where:

\[
\begin{align*}
(\equiv_R) &= \text{equivalence closure of } \left( (\equiv) \cup \left( \left( n_1, n_2 \right) \mapsto f(v_1, \ldots, v_k) \mapsto n_1 \in DB, \right. \right. \\
&\quad \left. \left. f(v_1, \ldots, v_k) \mapsto n_2 \in DB, \quad n_1, n_2 \in N \right) \right) \\
DB_R &= \lambda_{\equiv_R} \left( \left( f(v_1, \ldots, v_k) \mapsto \text{merge}_{f, \equiv}(K) \right) \middle| K = \{ v : f(v_1, \ldots, v_k) \mapsto v \in DB \} \quad \text{and } K \text{ is not empty} \right) \\
\text{merge}_{f, \equiv}(K) &= \begin{cases} \\
\min(\lambda_{\equiv}(K)) & \text{if the output type of } f \text{ is } N; \\
\sqcup K & \text{if the output type of } f \text{ is } C.
\end{cases}
\end{align*}
\]

Note that the canonicalization in computing \( DB_R \) (i.e., \( \lambda_{\equiv_R} \)) may cause \( I \) to be invalid again, so successive rounds of rebuilding may be needed. Therefore, the complete rebuilding function \( R^\infty \) is defined as iterative applications of \( R \) until fixpoint. The rebuilding process always terminates, as it shrinks the size of the database in each iteration.

We define one iteration of evaluating an eggl\( o\)g program \( F_P \) as \( R^\infty \circ T_P^i \), i.e., do rule application once, and apply rebuilding until fixpoint. Intuitively, applying \( F_P \) to a database makes it "larger", in the sense that more facts may be represented. To capture this monotonicity, we define the expanded database \( E_{\equiv}(DB) \) such that \( f(v_1, \ldots, v_k) \mapsto n \in E_{\equiv}(DB) \) iff \( f(\lambda_{\equiv}(v_1), \ldots, \lambda_{\equiv}(v_k)) \mapsto \lambda_{\equiv}(n) \in DB \) and \( f(v_1, \ldots, v_k) \mapsto c \in E_{\equiv}(DB) \) iff \( \exists c'. f(\lambda_{\equiv}(v_1), \ldots, \lambda_{\equiv}(v_k)) \mapsto c' \in DB \land c \subseteq c' \). A database is larger than or equal to another database if it knows at least as many facts and equalities, so we define \( (DB_1, \equiv_1) \sqsubseteq_I (DB_2, \equiv_2) \) iff \( E_{\equiv_1}(DB_1) \subseteq E_{\equiv_2}(DB_2) \) and \( \equiv_1 \subseteq \equiv_2 \).

Although \( F_P \) is not a monotone function in general, the following sequence of iterative applications is always monotonically increasing:

\[
I_\bot \sqsubseteq_I F_P(I_\bot) \sqsubseteq_I F_P(F_P(I_\bot)) \sqsubseteq_I F_P(F_P(F_P(I_\bot))) \sqsubseteq_I \ldots
\]

for initial database \( I_\bot = (\emptyset, \text{Id}_{N \cup C}) \) where \( \text{Id}_{N \cup C} \) is the identity relation over \( N \cup C \). This ensures the existence of a fixpoint.

Finally, the result of evaluating an eggl\( o\)g program \( P \) is defined as the inductive fixpoint of \( F_P \), i.e., \( \llbracket P \rrbracket = R^\infty \circ T_P^i(I_\bot) \). For many practical applications, \( \llbracket P \rrbracket \) often has an infinite size, so we only calculate a finite under-approximation of the result, i.e., \( (R^\infty \circ T_P^i)^n(I_\bot) \) for some iteration size \( n \).

### 4.3 Semi-naïve Evaluation

Last section gives an algorithm for evaluating eggl\( o\)g programs, which iteratively apply the immediate consequence operator \( T_P^i \) and the rebuilding operator \( R^\infty \). We call this algorithm the naïve evaluation. Despite straightforward, the naïve evaluation may duplicate works by re-discovering same facts over and over again. The semi-naïve algorithm mitigates this problem by incrementalizing the evaluation. In semi-naïve evaluation, each iteration maintains a differential database \( \Delta DB_i \), which will only contain tuples that are updated or new in this iteration. The semi-naïve rule application operator \( T_P^{SN}(I, \Delta DB_i) \) additionally takes a differential database. For each rule \( A \vdash A_1, \ldots, A_m \), \( T_P^{SN} \) will expand it into m delta rules \( \{ A \vdash A_1, \ldots, A_j-1, \Delta A_j, A_{j+1}, \ldots, A_m \mid j \in 1 \ldots m \} \) and apply these rules to the database similar to \( T_P \).

We prove the following theorem in the full version [Zhang et al. 2023b].

**Theorem 4.1.** The semi-naïve evaluation of an eggl\( o\)g program produces the same database as the naïve evaluation.
Algorithm 1 The semi-naive evaluation of an egglog program.

procedure $F_{SN}(P, n)$
  $I_0 \leftarrow I_1; \Delta DB_0 \leftarrow \emptyset$
  for $i = 1 \ldots n$ do
    $(DB_i, \equiv_i) \leftarrow R^{\infty} (I_{i-1} \cup T_{SN} (I_{i-1}, \Delta DB_{i-1}));$
    $\Delta DB_i \leftarrow DB_i - DB_{i-1};$
    $I_i \leftarrow (DB_i, \equiv_i);$
  return $I_n;$

5 IMPLEMENTATION
egglog is implemented in approximately 4,200 lines of Rust [Rust [n.d.]]. The codebase is open-source. egglog provides both a library interface and the text format shown in Section 3. As suggested by the previous sections, egglog’s design and implementation takes many cues from modern Datalog implementations [Jordan et al. 2016; Sahebolamri et al. 2022; Szabó et al. 2018]. Below, we describe the design of egglog’s core components, as well as some of the benefits of this design.

5.1 Components
egglog’s main components are the database itself, rebuilding procedure, and the query engine.

Database. Unlike most other Datalog implementations, egglog is based on a functional database instead of a relational database. In other words, each function/relation is backed by a map instead of a set. This ensures that egglog can efficiently perform the “get-or-default” operation required to implement terms. For example, evaluating the term $(g x)$ will first lookup $x$ in the map for function $g$. If something is present, it will be returned, otherwise $g$’s :default expression is evaluated, placed in the map for $(g x)$, and returned.

The functional database also ensures that a function’s inputs map to a single output. As discussed in Section 3.2, egglog uses a function’s :merge expression to resolve conflicts in map. Function conflicts can arise in two ways: (1) the user or a rule expressly calls (set $(f x) y)$ where $(f x)$ is already defined, or (2) a union causes a function’s inputs to become equivalent. The functional database allows for efficient detection of the first case; the second essentially requires computing congruence closure, which is done by the rebuilding procedure.

Rebuilding Procedure. egglog’s rebuilding procedure is based on the rebuilding procedure from egg [Willsey et al. 2021], which is in turn based on the congruence closure algorithm from Downey et al. [1980]. The rebuilding procedure is responsible for canonicalizing the database, which resolves (and creates) the second form of function conflicts discussed above. Suppose that a function $f$ maps two different inputs to two different outputs: so $f(a) \mapsto b$ and $f(c) \mapsto d$. Say that $a$ and $c$ have recently been unioned, and that $a$ is canonical; rebuilding must update the entry $f(c) \mapsto d$, since it is no longer canonical. Canonicalizing $f(c) \mapsto d$ to $f(a) \mapsto d$ causes a conflict with the previously existing entry $f(a) \mapsto b$. To resolve conflicts, egglog uses the :merge expression to combine the two outputs into a single output. The :merge may end up unioning more things, which may in turn create more conflicts. The rebuilding procedure continues until no more conflicts are created. For functions where the :merge behavior is to union the two outputs, this is the same as congruence closure. For other :merge behavior, this is more akin to the e-class analysis propagation algorithm from Willsey et al. [2021].

5https://github.com/mwillsey/egg-smol.
Fig. 7. Performance of egglog and egg on math benchmark. egglogNI grows the same e-graph with less time than egg. egglog explores a larger program space than both baselines thanks to semi-naïve evaluation.

**Query Engine.** Once the database is canonicalized, e-matching is reduced to a query over the database. Since egglog is based on Datalog, it can naturally use established techniques for efficient query execution. egglog’s query engine is based on the relational e-matching technique from Zhang et al. [2022], which uses a worst-case optimal join algorithm called Generic Join [Ngo et al. 2018]. egglog also features some important optimizations on top of Zhang et al. [2022]’s implementation that are only possible because of egglog’s database-native approach\(^6\), such as the semi-naïve evaluation presented in Section 4.3

### 5.2 Language-based Design

Like most Datalog implementations (and unlike most EqSat implementations), egglog is designed primarily as a programming language. Users can write egglog programs in a text format (shown in Section 3), and the tool parses, typechecks, compiles, and executes them. The egglog language includes several base types (including 64-bit integers and strings) and operations over them. Users can also define their own types and operations by using the Rust library interface.

Compared to tools like egg that are more embedded in the host language, this design provides more of the user’s program to the compiler for checking and optimization. For example, egg provides conditional rewrite rules that gate a rewrite on some condition. The guards are essentially Rust code, so egg cannot inspect them; it must just run the query and then check the guard. In egglog, there is no need for special conditional rewrites; all rules (and therefore rewrites) can have as many conditions in the query as needed. In addition, rewrite rules in egg are not typechecked; egglog prevents common errors by statically typechecking rules. The language-based approach also allows the user to better model their problem with as many datatypes, functions, and analysis as needed. egg is artificially limited to a single type and a single analysis in the e-graph due to its embedded nature; allowing for multiplicity would significantly complicate the generic types in egg’s Rust implementation.

### 5.3 Micro-benchmarks

In this section, we evaluate the performance of egglog on a typical workload of equality saturation. Our two baselines are egg, a state-of-the-art equality saturation framework, and egglogNI, the

\(^6\)Zhang et al. [2022]’s implementation still uses an e-graph data structure; it creates a database from the e-graph whenever it needs to e-match. egglog avoids this copying overhead since it is already a database.
non-incremental variant of egglog with semi-naive evaluation disabled. We populate all three systems with a set of initial terms from egg’s math test suite and grow the e-graph with rewrite rules using BackOff scheduler, the default scheduler of egg. We only use a subset of rules from math test suite that does not involve any analysis (so rules that require analyses like $x/x \rightarrow 1$ if $x \neq 0$ are removed), because the scheduler behaves differently on analyses in the two systems. As a result, egglogNI and egg produce the same e-graph in each iteration.

We ran each system for 100 iterations. For each iteration, we ran three systems seven times and report the median time versus sizes of math e-nodes (tuples for egglog systems). The result is shown in Figure 7. Thanks to the efficient relational matching algorithm and the relational query optimizer, egglogNI grows the exact same e-graph in less time than egg, yielding a $3.34 \times$ speedup at the end of iteration 100. Moreover, egglog grows a slightly larger e-graph than egg with a $9.27 \times$ speedup, because its semi-naive evaluation avoids redundant matches.

6 CASE STUDIES
6.1 Unification-Based Points-to Analysis

Many program analysis tools [Balatsouras and Smaragdakis 2016; Bravenboer and Smaragdakis 2009; Whaley et al. 2005] are implemented in Datalog. The declarative nature of Datalog makes the development easier, and the mature relational query optimization and execution techniques provide competitive performance and sometimes lead to order-of-magnitude speedup [Bravenboer and Smaragdakis 2009].

Points-to analysis computes an over-approximation of the set of possible allocations a pointer can point to at run time. Most points-to analyses implemented in Datalog are subset based (i.e., Andersen style). These analyses are precise, but they scale poorly due to its quadratic complexity. On the other hand, unification-based points-to analysis (i.e., Steensgaard style [Steensgaard 1996]) is nearly linear in complexity and therefore scales much better, at the cost of potential imprecision. In a unification-based analysis, if it is ever learned that $p$ may point to two allocations $a_1$ and $a_2$, the allocations are unified and considered equivalent. The points-to relation in a Steensgaard analysis is essentially a function from pointers to the equivalence class of allocations they point to. This is less precise than subset-based analysis, but it is more scalable, because it avoids tracking every individual allocation a pointer points to.

However, despite its success in hosting other program analysis algorithms, classical Datalog fails to express Steensgaard analysis efficiently due to the lack of support for fast equivalence. A plain representation of the equivalence relation in Datalog is quadratic in space, which defeats the purpose of unifying points-to allocations of a pointer. Recently, Soufflé added support for union-find-backed relations to benefit from the space- and time-efficient representation in the union-find data structure [Nappa et al. 2019]. Relations marked with the $\text{eqrel}$ keyword in Soufflé will be stored using union-find, so the equivalence closure property of the relation will be automatically maintained, without explicit rules like transitivity, which is quadratic. However, $\text{eqrel}$ relations in Soufflé only maintain equivalence relations efficiently, but fail to interact with the rest of the rules efficiently. Therefore, practical Steensgaard analyses do not use the equivalence relation directly. Consider this rule adapted from the Steensgaard analysis benchmark in the $\text{eqrel}$ paper [Nappa et al. 2019]:

\footnote{egglog does not distinguish analyses rules from other rules, while egg treats e-class analyses specially and runs them to saturation in each iteration.}

\footnote{All experiments in this paper are executed on a MacBook Pro with Apple M2 processor and 16GB memory.}

\footnote{In contrast to our paper, Nappa et al. [2019] views vpt itself as an $\text{eqrel}$ relation, and the body of the rule joins over only store, vpt, load. Our presentation here is adjusted to be consistent with cclyzer++.}
// *x = y; p = *q; x and q points to the same set of allocs
eql(yAlloc, pAlloc) :- store(x, y), vpt(x, xAlloc), vpt(y, yAlloc),
        load(p, q), vpt(p, pAlloc), vpt(q, qAlloc),
eql(xAlloc, qAlloc),

where vpt is the points-to relation from pointers to allocations, and eql is the equivalence relation declared with eqrel. To see the performance of this rule, let us consider the subquery
vpt(x, xAlloc), vpt(q, qAlloc), eql(xAlloc, qAlloc). To evaluate this subquery, Soufflé has to join over the eql relation, even when it is known that xAlloc and qAlloc are equivalent. We call this additional join over the equivalence relation "join modulo equivalence". This occurs frequently when using equivalence relations in practice and often leads to unacceptable performance. egglog eliminates this join modulo equivalence by actively canonicalizing each element to its canonical representation. Because two elements are equivalent if and only if they have the same canonical representation, it suffices for egglog to perform only an equality join over vpt(x, xAlloc) and vpt(q, qAlloc) with qAlloc = xAlloc, without joining with an auxiliary quadratic relation.

cclizer++ [Balatsouras and Smaragdakis 2016; Barrett and Moore 2022] implements Steensgaard analyses in Datalog with extensions, Soufflé in particular. Joins like the above are too expensive for cclizer++, so cclizer++ avoids such joins modulo equivalence as much as possible. In fact, profiling shows that the only rule that involves join modulo equivalence in cclizer++ is an order of magnitude slower than any other rule cclizer++ uses to compute the points-to analysis.

In Steensgaard analyses, all allocations pointed to by the same pointer should be unified, so only one allocation per pointer will need to be tracked, which ensures an almost linear performance. However, this key performance benefit is lost in a direct encoding of Steensgaard analyses in Datalog. For each pair of pointer p and the allocation it points to, a direct encoding will create a tuple vpt(p, alloc), so vpt may contain many allocations pointed to by the same pointer, despite them all being equivalent. The many allocations pointed to by the same pointer will be further propagated to other pointers, causing a blow up in the points-to relation. To make sure only one representative per equivalence class will be propagated, cclizer++ uses a complex encoding with choice domain [Hu et al. 2021; Krishnamurthy and Naqvi 1988] and customize its own version of equivalence relation using subsumptive rules [Köstler et al. 1995].

Qualitatively, we argue such an encoding is complex and error-prone, and we identify two independent bugs related to the cclizer++ encoding. Each bug could lead to unsound points-to analysis result. To fix the bugs, we have to bring back the eqrel relations of Soufflé. In other words, our patched version involves the interaction among choice domain, subsumptive rules, and eqrel relations, three of the newest features of Soufflé. In our experience, the interplay of these features can produce unexpected results and is extremely tricky to debug.

Compared to the sophisticated and unintuitive encoding one has to develop to express efficient Steensgaard analyses in Datalog, writing Steensgaard analyses in egglog is straightforward. The user only needs to specify that the vpt relation is a function where functional dependency repair is done via unifying the violating ids, and egglog takes care of all the unification and canonicalization. Our insight here with egglog is that, if two terms are known to be equivalent, they should considered indistinguishable by the database. egglog’s canonicalization means we do not have to join modulo equivalence; a regular join suffices.

**Benchmarking Points-To Analysis.** We benchmark the performance of egglog on points-to analyses against three baselines:

- eqrel uses an explicit eqrel relation to represent the equivalences among allocations. In eqrel, because there is no canonical representation of pointers, a pointer may point to multiple (equivalent) allocations in vpt.

cclyzer++ uses the original encoding cclyzer++ developed for Steensgaard analyses. It uses a custom equivalence relation that keeps record of the canonical representation of an allocation and avoids duplicated allocations with Soufflé’s choice domain feature. However, cclyzer++ has to perform joins modulo equivalence for analyzing the load instruction, and the custom equivalence relation is semantically unsound.

patched is a patched encoding we developed based on cclyzer++’s encoding. We made the custom equivalence relation sound by bringing back the eqrel relation in Soufflé, while keeping the canonical representations of allocations. We also added an additional rule to address a congruence-related bug in cclyzer++.

Moreover, we compare against egglogNI, the non-incremental variant of egglog with semi-naïve disabled.

We reimplemented a subset of cclyzer++ in egglog and three baselines. The points-to analyses we implement is context-, flow-, path-insensitive and field-sensitive. We ran points-to analyses written in two variants of egglog and the three baselines on programs from postgresql-9.5.2 with a timeout of 20 seconds. All the systems except for cclyzer++ report the same size for computed points-to relations. Figure 8 shows the result. eqrel times out on all but one of the benchmarks, and the patch to cclyzer++, despite making it sound, does make the encoding slower with the explicit equivalence relation and times out on three of the benchmarks. egglog is faster than all Soufflé based baselines. The comparison between egglog and egglogNI additionally shows that semi-naïve evaluation brings a substantial amount of speedup to the computation of points-to analyses by avoiding duplicated works. Not counting the timed-out benchmarks, egglog achieves a 4.96× speedup over patched on average, which is the fastest sound encoding in Soufflé available. Moreover, it achieves a 1.94× speedup over cclyzer++, and 1.59× over egglogNI.

Fig. 8. Performance comparison between egglog and various encoding of Steensgaard analyses in Soufflé. Benchmarks that time out are not shown. In particular, eqrel times out on all but one benchmarks and cclyzer++ times out on the three benchmarks on the right.
\[
\frac{a \cdot b}{c} \implies \frac{a}{c} b
\]
(a) A fraction rule which requires \(b \neq 0\).

\[
x - y \implies \frac{x^3 - y^3}{x^2 + xy + y^2}
\]
(b) A more complex rule derived from the factorization of \(x^3 - y^3 = (x-y)(x^2+xy+y^2)\). This is sound if either \(x \neq 0\) or \(y \neq 0\).

Fig. 9. Herbie [Panchekha et al. 2015] uses rewrite rules to create program variants with less floating-point error from phenomena like cancellation. Some rules are only sound under certain conditions.

6.2 Herbie: Making an EqSat Application Sound

Herbie [Panchekha et al. 2015] is a widely-used, open-source tool for making floating-point programs more accurate, with thousands of users and yearly stable releases. Herbie takes as input a real expression, and returns the most accurate floating-point implementation it can synthesize. Since floating-point error is a critical issue in scientific computing, Herbie is used in a variety of domains, including machine learning, computer graphics, and computational biology.

The core of Herbie’s algorithm is to run equality saturation to explore equivalent programs. These programs are mathematically equivalent over the real numbers, but may have different behavior over floating-point numbers. Herbie considers candidate programs from the results of equality saturation, finding the most accurate among them.

Herbie’s rewrite rules are known to be unsound, which has been the cause of numerous bugs in the past. In addition, unsound rules prevent Herbie from running equality saturation longer once unsoundness occurs. Unfortunately, merely removing the unsound rules makes Herbie useless on a large portion of its benchmark suite. For example, Figure 9b shows a rewrite rule which is critical to Herbie’s ability to find more accurate programs. Using these unsound rules in a sound way requires a more sophisticated analysis of Herbie’s input programs. This analysis was nearly impossible with Herbie’s existing e-graph implementation.

egglog has allowed us to implement precise analyses to make all rewrites sound. First, we implement an interval analysis in egglog, allowing rules to utilize information about the range of terms in the program (Figure 10). This unlocks a range of crucial rules involving division, including the rule shown in Figure 9a.

While the interval analysis enables many of Herbie’s rules, it is not sufficient for some more difficult cases. We additionally implemented a “not equals to” analysis, which leverages both the interval analysis as well as facts inferred during rewriting. egglog’s support for multiple interacting analyses enables cleanly separating interval and \(!=\) rules; in other EqSat frameworks they would be implemented as a fused, monolithic analysis requiring much significantly more complicated rules. The not-equals analysis allows Herbie to soundly solve one of its classic cancellation benchmarks: \(\sqrt{a + 1} - \sqrt{a}\). First, the interval analysis proves that \(a + 1 \neq a\). Next, the rule \(a \neq b \implies \sqrt{a} \neq \sqrt{b}\)
implies \( \sqrt{\sqrt{\sqrt{\sqrt{\sqrt{\sqrt{3}}}}}} + 1 \neq \sqrt{\sqrt{\sqrt{\sqrt{\sqrt{\sqrt{\sqrt{3}}}}}}} \). This allows us to finally apply the rewrite from Figure 9b, substituting \( \sqrt{\sqrt{\sqrt{\sqrt{\sqrt{\sqrt{\sqrt{3}}}}}} + 1} \) for \( x \) and \( \sqrt{\sqrt{\sqrt{\sqrt{\sqrt{\sqrt{\sqrt{3}}}}}}} \) for \( y \), reducing the error of the expression from extremely high to near zero.

Figure 11 shows the results of our evaluation of Herbie using egglog. Herbie has a benchmark suite of 289 floating-point programs, collected from a variety of domains. We ran Herbie on each of these programs using both the unsound ruleset and egglog’s sound analysis. Using egglog’s analysis makes Herbie faster overall (73.91 minutes vs 81.91 minutes). This is because egglog generates no unsound programs, which slow down Herbie’s search.

In 104 cases, Herbie using a sound analysis is actually able to find a more accurate program than Herbie using the unsound ruleset. In 135 cases, Herbie’s unsound ruleset finds more accurate results than egglog’s sound analysis. There are several outliers in Figure 11. The point on the far
left represents a benchmark which Herbie using the unsound ruleset is unable to solve. This input program is \(9x^4 - y^2(y^2 - 2)\), and the solution involves an algebraic rearrangement and fma (fused multiply-add) operation. The point on the far right represents a program that overflows egglog’s rational type, which can be easily fixed in the future.

7 RELATED WORK

**E-graphs and Equality Saturation.** E-graphs were first introduced by Nelson [1980] in late 1970s to support a decision procedure for the theory of equalities. Downey et al. [1980] later introduced a more efficient algorithm and analyzed the its time complexity. E-graphs are used at the core of many theorem provers and solvers [Barrett et al. 2011; De Moura and Björner 2008; Detlefs et al. 2005]. Because e-graphs can compactly represent program spaces, they were repurposed for program optimization in the 2000s [Joshi et al. 2002; Tate et al. 2009]. Other data structures for compact program space representations are developed in parallel, including finite tree automata [Wang et al. 2017a,b] and version space algebras [Polozov and Gulwani 2015; Wolfman et al. 2001]. There are two essential problems to these data structures: how to construct the desired program space and how to search it. Tate et al. [2009] observed that the program space can be grown via equational, non-destructive rewrites, which they called equality saturation. This insight leads to a line of work on using equality saturation for program optimization and program synthesis [Nandi et al. 2020, 2021; Panchekha et al. 2015; VanHattum et al. 2021; Wang et al. 2020; Yang et al. 2021]. However, a problem with this rewriting-based approach to program space construction is that, in many cases, sound rewrite rules are difficult to define in a purely syntactic way. The egg framework by Willsey et al. [2021] mitigates this issue by introducing e-class analyses, which allow simple semantic analyses over the e-graphs. Our work improves e-class analyses by allowing more expressive analysis rules to be defined compositionally.

Zhang et al. [2022] first studied the connection between e-graphs and relational databases. By reducing pattern matching over e-graphs to relational queries, they made the matching procedure orders of magnitude faster. However, their technique has the dual representation problem, i.e., one has to keep both the e-graph and its relational representation, which limits its practical adoptions. We build on their work and view the entire equality saturation algorithm from the relational perspective. This saves us from synchronizing two representations of e-graphs and further exploits the performance benefits of the relational approach.

egglog also brings new insights on some problems in e-graphs and equality saturation. For example, the literature studied the problem of incremental pattern matching over e-graphs. Zhang et al. [2022] conjectured that this problem can be solved by classical techniques of incremental view maintenance in databases. We complement their argument with a concrete implementation of incremental matching using semi-naïve evaluation [Balbin and Ramamohanarao 1987]. Moreover, the literature studied the “proof” problem on e-graphs [Flatt et al. 2022; Nieuwenhuis and Oliveras 2005]: many domains require not only the optimized terms that are equivalent to the original terms, but also a proof why they are equivalent. A future direction is to study proof generations for egglog programs.

**Datalog and Relational Databases.** Functional dependency repairs via lattice joins in egglog is directly inspired by Flix [Madsen et al. 2016]. Flix extends Datalog by allowing relations to be optionally annotated by lattices. With this feature, Flix is able to express many advanced program analyses algorithms efficiently. egglog can simulate Flix programs by setting :merge to the lattice join operator. Flix can be regarded as among the works that try to find a theoretical foundation for recursive aggregates [Abo Khamis et al. 2022; Köstler et al. 1995; Ross and Sagiv 1992; Van Gelder 1992]. A similar lattice-based approach to recursive aggregates is studied by Bloom [Conway et al. 2005].
Other Datalog systems that support recursive aggregates include LogicBlox [Aref et al. 2015] and Rel [developers [n.d.]].

Rewrite rules in egglog generalize rules in Datalog because the heads of rules can generate fresh ids. This is called tuple-generating dependencies (TGDs) in the database literature. Moreover, while functional dependencies has the form $R(x_1, \ldots, x_i, \ldots, x_k), R(x_1', \ldots, x_i', \ldots, x_k) \rightarrow x_i = x_i'$ equality-generating dependencies (EGDs) generalize functional dependencies by allowing equalities between different columns in different relations. A family of algorithms called the chase can be used to reason about both TGDs and EGDs [Benedikt et al. 2017; Deutsch et al. 2008]. Moreover, the model semantics of the chase directly gives a model semantics of a subset of egglog where union is the only :merge operation. Compared to general TGDs and EGDs, egglog imposes syntactic constraints over the programs so that rules applications are deterministic and efficient. Datalog$^+$ [Cali et al. 2009] is a family of extensions to Datalog based on TGDs and EGDs for ontological reasoning.

Concurrent to our work and independent to the work on the chase, Bidlingmaier [2023a] formalizes Datalog with equality, which shares the same core idea to egglog, as relational Horn logic and partial Horn logic and studies its properties from a categorical point of view. Bidlingmaier [2023b] further describes an evaluation algorithm for Datalog with equality similar to the chase. Different from theirs, our work is motivated by practical applications in program optimization and program analysis, and we focus on a simpler operational model of egglog.

While termination for Datalog with a variety of extensions is well studied, the termination condition of egglog is quite open. In the future, we hope to better understand the termination of egglog by further studying the connection between egglog and the chase. For example, the database theory community has established many conditions for chase termination (e.g., Bellomarini et al. [2018]; Calì et al. [2009]; Fagin et al. [2003]), and one could potentially apply these results to egglog by translating egglog rewrite rules and functional dependencies into TGDs and EGDs. On the other hand, nearly all instantiations of equality saturation in practice will diverge. Being a generalization of equality saturation, egglog allows for divergence by design.

A key feature of egglog is its efficient equational reasoning. Although equational reasoning can be expressed in Datalog with an explicit equivalence relation, doing so is very inefficient. The patched baseline in Section 6.1 is a slightly more efficient encoding of equational reasoning in Datalog using Soufflé extensions including choice domain and subsumptive rules. We also attempted several other approaches to optimize equational reasoning with existing features such as recursive aggregates and Constraint Handling Rule’s simpagation rules [Frühwirth 1998]. However, we found none of these encodings provide a natural abstraction nor competent performance.

Logic Programming and Automated Theorem Proving. egglog bears some similarity with logic programming languages like Prolog. Similar to unification variables in Prolog, fresh ids in egglog can represent unknown information (see, e.g., Zhang et al. [2023b, Appendix A.1]), and the congruence closure can be viewed as a dual procedure to unification [Kanellakis and Revesz 1989]. In Zhang et al. [2023b, Appendix A.3], we also show an implementation of a Hindley-Milner type inference algorithm, of which the key construct is the unification mechanism implemented as a few egglog rules.

However, several distinguishing features make egglog highly efficient for its target domains, namely program analysis and optimization. For example, egglog does not allow backtracking, so its union-find data structure does not need to be backtrackable or persistent (unlike in Prolog or SMT solvers), which makes it efficient for tasks that are monotone in nature (e.g., equality saturation and pointer analysis). Moreover, egglog uses a bottom-up evaluation algorithm more similar to Datalog than Prolog (top-down backtracking search). One way of (partially) viewing egglog is as a logic programming language that combines the bottom-up evaluation of Datalog and the unification
mechanism of Prolog. The “magic-set transformation” is a closely related technique to simulate
top-down evaluation in a bottom-up language in a demand-driven fashion. We show in the full
version [Zhang et al. 2023b] several pearls that uses this idea to simulate top-down evaluations. On
the other hand, Prolog has imperative features such as cut, which removes choice points. egglog
does not have a direct analog of cut (because egglog does not backtrack), although egglog has
other imperative features borrowed from EqSat techniques that makes fine control of the execution
such as rule scheduling.

SMT solvers are powerful tools for deciding combinations of logic theories and automatically
proving theorems [Barrett et al. 2011; De Moura and Bjørner 2008]. Many rewrite rules in egglog
can be expressed as SMT axioms. In fact, SMT solvers support a richer language than egglog with
features like disjunction and built-in theories like the theory of integer programming. However,
a key difference between egglog and SMT solvers is that the output of egglog is minimal (or
universal in database terminology). While it is possible to “hack into” an SMT solver to repurpose it
as an EqSat engine [Flatt et al. 2022], such techniques are arcane and not officially supported. EqSat
and egglog’s native support for extraction makes them better suited for program optimization.
Recently, researchers have extended Datalog to dispatch more complex constraints to be solved
by an SMT solver [Bembenek et al. 2020]. This greatly extends the reach of Datalog, allowing the
user to specify constraints in a variety of theories and logics. In egglog we emphasize efficiency,
and chose more conservative extensions that can be implemented by fast data structures like
union-find.

8 CONCLUSION
egglog unifies both Datalog and EqSat style fixpoint reasoning. From the perspective of a Datalog
programmer, egglog adds fast and extensible equivalence relations that still support key database
optimizations like query planning and semi-naive evaluation. From the perspective of an EqSat user,
egglog adds composable analyses, extensible uninterpreted functions, and incremental e-matching,
thus significantly simplifying complex conditional rewrites and scalable program analyses. egglog’s
novel merge expressions for user-specified functional dependency repair are the key technical
mechanism enabling this synthesis of fixpoint reasoning capabilities.
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