
Dynamic Tensor Rematerialization
Checkpointing: Trade Time for Space DTR: Checkpointing is Caching

Prototype

“The memory wall” (Jain et al., 2020) Past approaches: Static plan (Chen et al., 2016)

Heuristics: The Brains of DTR

Cost over dependencies

Size Staleness

Theoretical Results 

Train N-layer FF network in Ω(√N) memory and O(N) operations! No static planning!

Near-optimal performance in simulation!

Few hundred lines in PT, limited overhead
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